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ABSTRACT: Luminescent solar concentrators (LSCs) can be
utilized as both large-area collectors of solar radiation
supplementing traditional photovoltaic cells as well as
semitransparent “solar windows” that provide a desired degree
of shading and simultaneously serve as power-generation units.
An important characteristic of an LSC is a concentration factor
(C) that can be thought of as a coefficient of effective
enlargement (or contraction) of the area of a solar cell when it
is coupled to the LSC. Here we use analytical and numerical
Monte Carlo modeling in addition to experimental studies of
quantum-dot-based LSCs to analyze the factors that influence
optical concentration in practical devices. Our theoretical model indicates that the maximum value of C achievable with a given
fluorophore is directly linked to the LSC quality factor (QLSC) defined as the ratio of absorption coefficients at the wavelengths of
incident and reemitted light. In fact, we demonstrate that the ultimate concentration limit (C0) realized in large-area devices
scales linearly with the LSC quality factor and in the case of perfect emitters and devices without back reflectors is approximately
equal to QLSC. To test the predictions of this model, we conduct experimental studies of LSCs based on visible-light emitting II−
VI core/shell quantum dots with two distinct LSC quality factors. We also investigate devices based on near-infrared emitting
CuInSexS2−x quantum dots for which the large emission bandwidth allows us to assess the impact of varied QLSC on the
concentration factor by simply varying the detection wavelength. In all cases, we find an excellent agreement between the model
and the experimental observations, suggesting that the developed formalism can be utilized for express evaluation of prospective
LSC performance based on the optical spectra of LSC fluorophores, which should facilitate future efforts on the development of
high-performance devices based on quantum dots as well as other types of emitters.
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Luminescent solar concentrators (LSCs) are light manage-
ment devices that consist of a large-area slab of a

transparent materials serving as a low-loss waveguide
impregnated (or coated) with highly luminescent fluorophores
such as organic dyes, emitting ions, or quantum dots (Figure
1a).1−6 As illustrated in Figure 1a,b, light impinging onto a
large-area front side of the slab (incident photon flux Φ1) is
absorbed by the fluorophores and reemitted at a longer
wavelength. Even without special reflecting coatings, a
significant fraction of emitted radiation (∼75% for a refractive
index of 1.5) is trapped by total internal reflection (process 1 in
Figure 1a) and wave-guided toward the edges of the slab where
it can be collected (flux Φ2) by photovoltaic (PV) cells (Figure
1a,b). Due to a potentially large difference between the area of
the front surface of the slab exposed to solar light (A1) and the
area of its edges (A2), this device serves as a solar concentrator,
that is, it can increase the flux density incident onto the PV (ϕ2

= Φ2/A2) compared to the original flux density (ϕ1 = Φ1/A1);
Figure 1b. In quantitative terms, the LSC concentration factor
C is defined as C = ϕ2/ϕ1, which can be rewritten as C = Gηopt,

where G = A1/A2 = L/(2d) is a geometric gain factor (L and d
are the LSC length and thickness, respectively; Figure 1b) and
ηopt = Φ2/Φ1 is the LSC optical efficiency or the external
quantum efficiency of the device. The C-factor can be thought
of as an effective enlargement (or contraction) factor of an area
of a PV device when it is coupled to an LSC. In the ideal case of
ηopt = 1, C is equal to the geometric gain factor.
When C is greater than 1, the use of an LSC leads to

increased photocurrent if compared to the situation where the
PV is directly exposed to sunlight. An important advantage of
LSCs as light-collecting devices is that they are active under
both direct and diffuse illumination, while traditional mirror- or
lens-based concentrators operate only under direct solar
illumination and thus require high-precision tracking. On the
other hand, while traditional concentration allows for increased
power conversion efficiency due to the increased photovoltage,
the LSC does not provide this advantage, as in the ideal
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“radiative limit” the increase in the flux density is exactly
compensated by increasing losses due to intrinsic radiative
recombination, and therefore, the open-circuit voltage remains
unchanged.7,8 Thus, the use of LSC light collectors, while
potentially leading to a boost in a photocurrent, does not allow
one to exceed the traditional Shockley-Queisser limit for
nonconcentrating PVs.9

A potentially advantageous feature of LSCs is also their
ability to reshape the spectrum of solar radiation for improving
its match to the spectral characteristics of a specific PV. For
example, some of the Si solar cells exhibit a decline in the
power conversion efficiency on the blue side of the solar
spectrum due to the reduction in the absorption length and the
concomitant enhancement of surface recombination. The LSC
can help mitigate this problem by downshifting the radiation
wavelength, ideally to the position, which matches the peak in
the spectral response of the solar cell.

In addition to serving as high-efficiency light collectors and
spectral reshapers of incident radiation for traditional PVs,
LSCs can also enable novel energy conversion devices such as
solar (or photovoltaic) windows that provide a desired degree
of shading and/or coloring while also serving as power-
generation units. Practical implementation of the “solar-
window” ideas can become an important element of ongoing
efforts on the realization of the concept of net-zero-energy-
consumption buildings.5,6,10−12

After the introduction of the LSC concept in 1976 by Weber
and Lambe,1 this topic has been actively explored both
experimentally and theoretically. Initial experimental efforts
have focused primarily on dye-based LSCs.3,5,13,14 However,
more recently a significant attention has been directed toward
LSCs based on colloidal quantum dots (QDs).11,15−25 The
main motivation for exploring QDs in the context of LSCs is
derived from the flexibility afforded by these structures in
controlling their optical absorption and emission spectra.
Specifically, using appropriately designed QDs, one can
considerably reduce losses due to reabsorption of the
waveguided radiation, which is a significant problem with
traditional dyes that are characterized by a significant overlap
between the photoluminescence (PL) and absorption bands.
QDs are also attractive for LSC applications as there are a
number of systems (e.g., based on II−III−VI2 and IV−VI
semiconductors) that allow for high emission efficiencies
(>50−90% quantum yields) in the near-infrared region of the
optical spectrum,26−31 which is well suited for coupling to
traditional Si solar cells. This is in stark contrast to organic dyes
that are very poor infrared emitters due to significant losses to
nonradiative recombination in the case of small HOMO−
LUMO gaps.
The reduced overlap between absorption and emission

spectra has been often associated with a large Stokes shift and
so the efforts on reducing losses to reabsorption have been
termed “Stokes-shift engineering.” Several strategies have been
proposed and successfully employed for increasing an apparent
Stokes shift in QDs including shape control (demonstrated
with, e.g., nanorods),19 incorporation of intragap emissive
impurities,17 and use of core−shell nanocrystals.16,21,22 The
latter strategy, for example, was applied in ref 21, where high-
efficiency LSCs were realized using thick-shell (so-called
“giant”) CdSe/CdS QDs. In these structures, the absorption
and emission functions are separated between a wider-gap shell
and a narrower-gap core which results in the large apparent
Stokes shift of >400 meV. More recently, QDs of ternary I−
III−VI2 semiconductors (CuInE2, where E = S or Se or their
mixture) were explored in the context of LSCs as a heavy-
metal-free alternative to Cd-based nanocrystals.11,23,32 In these
materials, reabsorption losses are reduced due to the
involvement of an intragap hole state (associated likely with a
native Cu-related defect33) in the emission process, which leads
to a large spectral displacement of the PL band with respect to
the onset of strong interband absorption.
While the apparent Stokes shift does provide qualitative

guidance in selecting an appropriate LSC fluorophore, its value
does not allow one to assess the prospective LSC performance
in quantitative terms. To find a more rigorous characteristic for
evaluating LSC fluorophores, we have turned our attention to
the spectral shape of optical absorption. It is apparent and
widely recognized that for the best performance, the LSC
fluorophores should exhibit a step-like absorption profile with a
large absorption coefficient at the wavelength (λ1) of collected

Figure 1. Schematic depiction of LSC operation. (a) Incident light
(blue arrows) with wavelength λ1 is absorbed by fluorophores (circles)
embedded into a transparent waveguide and reemitted at a longer
wavelength λ2 (red arrows). Reemitted photons can be either trapped
by total internal reflection and waveguided to PVs at device edges
(pathway 1) or lost due to nonradiative recombination following
reabsorption (pathway 2) or “leakage” through the escape cone with
the size defined by the angle of total internal reflection θr (pathway 3).
(b) Fraction of incident flux (Φ1) impinging onto a front surface (area
A1) is absorbed by LSC fluorophores, reemitted, and guided toward
PV devices on the left (output flux Φ′2; area A′2) and the right (output
flux Φ″2; area A″2) edges of the device. The geometric gain factor (G)
is defined by the ratio of A1 and A2 = A′2 + A″2. (c) Stepwise
absorption profile (blue line) of an “ideal” LSC fluorophore
characterized by a small absorption coefficient (α2) at longer
wavelengths within the emission band (red shading) and a large
absorption coefficient (α1 ≫ α2) at shorter wavelengths.
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radiation, α1 = α(λ1), and a much smaller absorption coefficient
at the wavelength (λ2) of the emitted light, α2 = α(λ2) (Figure
1c). This suggests that the ratio of α1 and α2 might serve as a
figure of merit or a quality factor of an LSC: QLSC = α1/α2. Here
we show that this quantity can indeed be used to directly
evaluate the prospective LSC performance of a fluorophore.
Using a Monte Carlo (MC) ray-tracing simulation supple-
mented by an analytical model, we demonstrate that QLSC
defines the ultimate concentration limit achievable with a given
fluorophore. Specifically, the ultimate optical concentration
factor (C0), which is realized in the large-size limit, is directly
proportional to QLSC, that is, C0 = FQLSC, where F ≈ 1 in the
case of ideal LSC emitters with the PL quantum yield (ηPL) of
unity and semitransparent devices without back reflectors.
Using our formalism, based on a QLSC factor, we can predict an
optimal slab absorptivity, which produces the maximum
possible optical concentration for given LSC dimensions.
This capability is useful in the case of both semitransparent
LSC windows and high-concentration devices aimed at
replacing traditional mirror/lens-based systems. We verify the
predictions of the model by conducting measurements on LSCs
containing visible-light emitting II−VI core/shell QDs with two
distinct LSC quality factors. We also study devices that are
based on near-infrared emitting CuInSexS2−x QDs. A large
emission bandwidth of these QDs allows us to evaluate the
affect of varied QLSC on the concentration factor by varying the
PL detection wavelength. Both studied QD systems have been
recently utilized in practical demonstrations of high-perform-
ance LSCs.11,21−23,32

■ PRACTICAL CONCENTRATION LIMITS OF PLANAR
LSCs

Since the introduction of the concept of LSCs,1 these structures
have been the subject of numerous theoretical studies using
thermodynamic and optical approaches.3,4,7,8,20,34−39 It was
shown that, on the basis of the second law of thermodynamics,
the ultimate concentration limit, or thermodynamic limit (Cth),
is directly related to the energy loss during the down-
conversion process. This energy, sometimes referred to as a
Stokes shift, is defined as the difference in photon energies for
incident and reemitted radiation, ΔS = ch(λ1

−1 − λ2
−1); here c is

the speed of light and h is the Planck constant. Based on
thermodynamic considerations, Cth = (λ1/λ2)

3exp(ΔS/kBT),
where kB is the Boltzmann constant and T is the ambient
temperature.34,35 According to this expression, for a red-
emitting fluorophore with a moderate Stokes shift of 200 meV,
Cth is ∼3000, which is far beyond of any practically
demonstrated values that are still in the range of a few tens.18

The realization of the thermodynamic concentration limit
would require ideal fluorophores with a 100% PL quantum
yield and an ideal LSC cavity, which is transparent for incident
light while perfectly trapping the reradiated light. The latter can
be accomplished using a wavelength-selective mirror or a so-
called “selective reflector” installed on top of the LSC face
exposed to solar light. These reflectors should be designed such
as to provide high (ideally 100%) transmittance over the range
of wavelengths absorbed by the LSC and at the same time serve
as perfect reflectors for light emitted by LSC fluorophores.40

Current LSC systems are still far from these ideal
requirements. Therefore, the practical concentration limits are
typically analyzed using optical modeling that attempts to
capture various sources of losses associated with nonideal PL
quantum yields and imperfections in the LSC waveguides. A

common approach to this problem is MC ray-tracing
simulations.12,20,41,42 While being accurate and versatile, they
can, however, be computationally intense and time-consuming,
which complicates their use in the case of, for example, large-
scale structures.
Here we attempt to develop a simple analytical approach for

an express evaluation of prospective performance of LSCs,
which could supplement MC simulations and in some cases
even replace them. In our model, we consider a planar device
with dimensions L (length), W (width), and d (height), with
100% reflecting mirrors on the sidewalls (Figure 1b). We treat
the top and bottom LSC surfaces as standard air/glass
interfaces and assume perfect light outcoupling (100%
transmission) at the left and right device sides terminated
with PVs. In this configuration, the output flux (Φ2) is a sum of
fluxes propagating in the left (Φ′2) and the right (Φ″2)
directions (Φ2 = Φ′2 + Φ″2), while the output area is sum of
the areas of the device left and right edges (A2 = A′2 + A″2);
Figure 1b. The geometric gain factor of this device is G =
L/(2d).
The LSC optical efficiency can be expressed as ηopt = ηabsηcol,

where ηabs is the device absorptance (fraction of incident
photons that are absorbed by the LSC fluorophores) and ηcol is
the collection efficiency (fraction of the absorbed photons that
ultimately reach the output faces); ηcol can be thought of as an
internal quantum efficiency of an LSC, which defines the device
efficiency per absorbed photon. The absorptance can be
expressed via the reflection coefficient of the air/glass interface
(R), and the absorption coefficient at the wavelength of
incident light (α1) as ηabs = (1 − R)(1 − e−α1d). The collection
efficiency can be presented as ηcol = ηPLηtrapηwg, where ηtrap is
the efficiency of light trapping into waveguide modes and ηwg is
a waveguiding efficiency defined as a fraction of the first-
generation, waveguide-trapped PL photons that eventually
reach the PV-terminated LSC edges. In the case of spatially
isotropic emitters, ηtrap = cos θr, where θr = arcsin(1/n) is the
angle of total internal reflection (n is the refractive index of the
slab). Angle θr defines the size of a so-called escape cone
(Figure 1a); for the glass/air interface θr = 41.8° and ηtrap =
0.75.
In our model, we assume that the waveguding losses are

solely due to reabsorption events that are followed by either
nonradiative recombination (process 2 in Figure 1a) or
emission into the escape cone (process 3 in Figure 1a). This
approach does not account for extrinsic losses due to scattering
at optical imperfection within the LSC slab. It also disregards a
partial recovery of escape-cone losses due to the effect of
reabsorption within the escape cone followed by emission into
the waveguided modes. The first of these processes can be
accounted for by introducing a “scattering correction” to α2. As
indicated by our numerical MC modeling (see below), the
second process can be taken into account by introducing a
constant factor of ∼1.05, which corrects for slight under-
estimation of the overall efficiency resulting from neglecting
effects of reabsorption/re-emission within the escape cone.
The losses due to reabsorption in the absence of reemission

were analyzed by Weber and Lambe in their original proposal
of the LSC concept.1 Their calculations can be approximated by
a function ηwg

(1) = 1/(1 + βα2L) with β = 1.4, which provides a
better than +12%/−15% accuracy in describing the exact
solution for α2L up to 20 (see Figure S1 of Supporting
Information, SI). Here we use this functional form of ηwg

(1) to
obtain an approximate analytical expression for the LSC
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efficiency, which accounts for repeating reabsorption-reemis-
sion events.
We start our analysis with the first-generation of PL photons

that are produced following the absorption of original incident
light. The fraction of these photons, which is eventually
collected at the LSC edges, is directly linked to ηwg

(1) by ηcol
(1) =

ηwg
(1)ηPLηtrap. The processes of reemission following absorption of
waveguided radiation will increase the overall collection
efficiency and can be accounted for by summing the
contributions from the second, third, etc., re-emission events.
To account for the second-generation of reemitted photons
(collection efficiency ηcol

(2)), we apply the first-generation
collection efficiency ηcol

(1) to the fraction of the photons (1 −
ηwg
(1)) removed from the propagating modes by the first
reabsorption event. This leads to ηcol

(2) = ηPLηtrap(1 − ηwg
(1))ηcol

(1).4

Similarly, ηcol
(3) = [ηPLηtrap(1 − ηwg

(1))]2ηcol
(1), ηcol

(4) = [ηPLηtrap(1 −
ηwg
(1))]3ηcol

(1), and so on. Thus, each ηcol
(i) term represents a member

of a geometric progression expressed as ηcol
(i) = [ηPLηtrap(1 −

ηwg
(1))]i−1ηcol

(1). The total collection efficiency can be found as a
sum of contributions due to all photon generations, ηcol =
∑i = 1

∞ ηcol
(i), which yields ηcol = ηcol

(1)[1 − ηPLηtrap(1 − ηwg
(1))]−1.

Replacing ηwg
(1) with (1 + βα2L)

−1 as discussed earlier, we obtain
ηcol = ηPLηtrap[1 + βα2L(1 − ηPLηtrap)]

−1. This leads to the
following expressions for the optical efficiency and the
concentration factor of a planar LSC:

η
η η

βα η η
=

− −

+ −

α−R e

L

(1 )(1 )

1 (1 )

d

opt
PL trap

2 PL trap

1

(1)

η η

βα η η
=

− −

+ −

α−
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⎝

⎞
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L
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1

(2)

According to eq 2, at small L when α2L ≪ 1, the
concentration factor is proportional to the device length, that
is, scales linearly with the geometric gain factor. However, when
α2L approaches unity and then exceeds it, the C-factor begins
to saturate and asymptotically approaches the value given by

β η η α
= −

−
− α

− −

−
C

R e
d

(1 )
2 ( 1)

(1 )d

sat
PL

1
trap

1
2

1

(3)

The maximum of Csat is realized when α1d approaches 0,
which defines an ultimate concentration limit (C0) attainable
with a given fluorophore for the device configuration shown in
Figure 1b:

β η η
α
α

= −
−

=− −C
R

FQ
(1 )

2 ( 1)0
PL

1
trap

1
1

2
LSC

(4)

where F = (1 − R)[2β(ηPL
−1ηtrap

−1 − 1)]−1 is a numerical prefactor
determined by the PL quantum yield and the refractive index of
the LSC slab; the latter defines R and ηtrap. In the case of ideal
emitters (ηPL = 1) and the glass/air interface (ηtrap = 0.75 and R
= 0.04 for the normal incidence), F = 1.45/β or F ≈ 1, if β =
1.4, as determined from the fit to the Weber and Lambe model
(Figure S1 of SI). This indicates that the maximum
concentration factor achievable with a given fluorophore is
directly proportional to QLSC, and furthermore, in the case of
the ideal quantum yield, it is approximately equal to the LSC
quality factor: C0 ≈ QLSC.
If an LSC application does not require a semitransparent

device, a simple approach to increase the concentration factor is

by installing a fully reflecting mirror at the back of the
waveguide. This increases the device absorptance for incident
radiation by doubling the light propagation path but at the
same time preserves the geometric gain factor and the
collection efficiency. The net result of these changes is the
increased concentration factor. In the case of a device with α1d
≪ 1, the back reflector increases the absorptance by a factor of
2, which leads to the following expression for the ultimate
concentration factor for this device architecture with a fully
reflecting back side: C0,ref = 2FQLSC. For the situation of the air/
glass interface at the front LSC surface, C0,ref ≈ 2.1QLSC.
Interestingly, when QLSC = 1, which corresponds to α1 = α2, the
above expression yields C0 of 2.1. This situation is somewhat
analogous to a slab comprising neutral scattering centers that
randomize the direction of incident radiation without changing
its wavelength. Such a system can indeed be employed in
LSCs;43,44 however, due to conservation of etendue its
concentration factor is limited by n2, that is, ∼ 2.25 in the
case of a glass or a polymer waveguide. This value is remarkably
close to the one predicated by our model (Cmax = 2.1) for the
case of QLSC = 1.

■ COMPARISON TO MONTE CARLO RAY-TRACING
SIMULATIONS

To validate the above derivations, we conduct MC ray-tracing
simulations (see SI, section 1) of devices depicted in Figure 1b
assuming a fixed thickness and width (d = W = 1) cm and a
varied length (L). We further set the optical density of the
device at the wavelength of incident light (λ1) to 0.1, which
corresponds to α1 = 0.23 cm−1. In Figure 2, we show the results
of MC simulations (symbols) for the optical efficiency (panel
“a”) and the concentration factor (panel “b”) as a function of L
for three values of QLCS (1, 10, and 100) and the ideal PL
quantum yield ηPL = 1. In the same figure, we also plot the
results of the analytical model (lines) given by eqs 1 (ηopt) and
2 (C). To match the model to MC simulations at short
distances, we introduce a constant multiplier b, which in all
cases is equal to 1.05 (see Figure S2 of SI). As was discussed
earlier, this accounts for a small (∼5% in this case)
underestimation of the optical efficiency by the analytical
model, which occurs as a result of the disregard of PL photons
produced by reabsorption events within the escape cone that
are followed by reemission into the waveguided modes.
To describe the variation of ηopt with L, we have considered

several values of β. With β = 1.4 (as derived from a fit to the
Weber and Lambe model; Figure S1 of SI), analytical theory
(dashed lines in Figure 2a) provides a good description of the
results of the MC modeling for shorter distances (up to ∼100
cm), but deviates at larger L. On the other hand, the use, for
example, of β = 1.8 (dashed-and-dotted lines in Figure 2a)
improves the agreement between the two models at large values
of L (up to ∼1000 cm), however, leads to some under-
estimation of ηopt at shorter L, which is especially pronounced
for lower LSC quality factors (QLSC of 1−10). In order to better
capture the behavior of ηopt across the entire range of distances
used in our calculations, we have also considered the situation
of a distance-dependent parameter β. For example, using
expression β = 1.4 + 0.5(L/150)1/2 (inset of Figure 2a), we
have been able to obtain a nearly perfect match to the MC
modeling across the range of distances L = 0−2000 cm (solid
lines in Figure 2a). We would like to caution, however, that this
expression is of limited applicability, as at very large L, it leads
to the unphysical behavior of the concentration factor, which
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instead of saturation shows a gradual decline with L. Therefore,
in the analysis of concentration saturation of large devices
(Figure 1b), we use a constant value of β equal to 1.8, given

that it provides a closer match to the MC model compared to β
= 1.4 at long distances. On the other hand, later in the paper, in
the case of small-size LSCs (L < 10 cm), we will revert to β =
1.4.
The L-dependence of the concentration (Figure 2b) is a

direct reflection of the L-dependence of the optical efficiency
(Figure 2a). At short distance when ηopt is nearly constant, the
C-factor shows an almost linear growth with L, that is, it scales
directly with geometric gain G = L/(2d). At longer L, when ηopt
experiences a gradual drop, the concentration factor starts to
saturate, approaching a constant value (Csat). In agreement with
the predictions of the analytical model (eq 3), Csat obtained
from the MC simulations scales almost linearly with the LSC
quality factor (inset of Figure 2b). The LSC length at which the
C-factor approaches its saturated value (Lsat) also scales directly
with QLSC. We define this quantity from the intersection of the
L-dependent “ideal” C-factor (C ∝ L; gray dashed line in Figure
2b), with horizontal lines that correspond to Csat. Based on the
results of the MC calculations, Lsat increases from about 7 to 59
cm, and then 460 cm, for QLSC = 1, 10, and 100. The observed
Lsat scaling (1:8.3:65) closely tracks changes in QLSC. The fact
that the MC values of Lsat underestimate those from the
analytical model is likely a result of insufficient accuracy of the
MC modeling at large L. The increase in the length of the
calculated trajectories leads to a rapid increase in the
computation time, which makes it prohibitively more difficult
to accumulate the sufficient amount of statistics required for an
asymptotically exact solution.
We also find a close agreement between the analytical and

the MC models in the case of nonunity PL quantum yields.
This agreement is illustrated in Figure 3, where we show results
of computations for QLSC = 10 and ηPL = 50, 70, 90, and 100%.
Using b = 1.05 and β = 1.8, we obtain a close correspondence
between the analytical model and MC simulations for all values
of ηPL and across all distances up to 500 cm. As expected based
on eq 3, the saturated concentration factor strongly depends on
the PL quantum yield. In fact, for considered values ηPL ≥ 50%,
Csat scales almost as a square of ηPL (black line in the inset of
Figure 3b). This behavior is consistent with one predicted by
eq 3 (red line in the inset of Figure 3b). Specifically, according
to this expression, the scaling of Csat with ηPL is nearly linear at
low PL quantum efficiencies, but it becomes superlinear at ηPL
≥ 40%. This highlights the importance of high PL quantum
yields for obtaining high concentration factors in practical LSC
devices. For example, by doubling ηPL from 40 to 80%, one can
nearly quadruple both the LSC efficiency and the concentration
factor.
To gain more insight into the effects of the PL quantum yield

and the QLSC factor on the LSC performance, we replot the
data from Figure 3a,b in the form of collection efficiency versus
L (Figure 3c). We further define the maximum practical LSC
length (L0) as the distance at which ηcol drops to 50%, that is,
the LSC delivers to PVs 50% of the originally absorbed
photons. Based on this definition, L0 is 52 cm for ηPL = 100%
and QLSC = 10. However, it reduces by nearly a half (to 29 cm)
when the PL quantum yield is decreased by just 10% (to 90%).
A further drop by nearly a factor of 6 (to L0 ≈ 5 cm) occurs
when ηPL is reduced to 70%. Finally, when ηPL is 50%, the
condition ηcol = 50% cannot be satisfied even at L = 0.
Interestingly, the drop in the PL quantum yield can be

mitigated by increasing the LSC quality factor. For example, in
the case of ηPL = 90%, by increasing QLSC to 18, it is possible to
achieve the same value of L0 as in the case of the ideal PL

Figure 2. An optical efficiency (a) and a concentration factor (b) of an
LSC as a function of device length (L) calculated using the analytical
model (eqs 1 and 2; lines) and Monte Carlo (MC) simulations
(symbols). The device thickness is 1 cm and the absorption coefficient
at the wavelength of incident light is 0.23 cm−1; these parameters
correspond to about 80% transmission coefficient. The PL quantum
yield of LSC fluorophores (ηPL) is assumed to be 100%. The
calculations have been conducted for three different LSC quality factor
(QLSC): 1 (red), 10 (blue), or 100 (black). The lines of three different
styles in panel “a” correspond to different values of the β-coefficient:
1.4 (dashed), 1.8 (dashed-and-dotted), and L-dependent (varied
according to the dependence in the inset of panel “a”). Inset of panel
“b” shows a saturated concentration factor (Csat) as a function of QLSC
calculated using the analytical model (line; eq 3) and MC simulations
(symbols).
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efficiency of 100%. Even when ηPL drops to 70%, it is still
possible to achieve the same value of L0 using fluorophores with
QLSC = 108. These considerations highlight an important role,
which might be played by “LSC-quality-factor engineering” in
efforts on the realization of large area devices utilizing
practically available nonideal emitters with ηPL less than unity.
The above analysis indicates that the analytical model

introduced in the previous section allows for an accurate
treatment of planar LSC waveguides not only in qualitative but
also quantitative terms. Specifically, as illustrated in Figures 2
and 3, it provides an excellent agreement with the MC
simulations for a wide range of LSC parameters including
lengths up to more than 1000 cm (corresponds to G > 500),
PL quantum yields between 50 and 100%, and LSC quality
factors up to 1000. In addition to the case of the low optical
density waveguide considered in Figures 2 and 3 (optical
density 0.1 for incident light), in Figure S2 of SI, we show
calculations conducted for a range of optical densities that
correspond to α1d from 0.01 to 10 using ηPL = 0.5−1, and QLCS
= 1−1000. In all of these cases, we again observe a very close
agreement of the analytical model with the MC simulations. As
illustrated in the next section, this model greatly simplifies the
analysis of experimental data and helps quantify optical
efficiencies and concentration factors, and elucidate their
dependence on LSC parameters.

■ NONMONOCHROMATIC INCIDENT LIGHT
While the developed model has been applied here to the
situation of a monochromatic single-wavelength light source, in
principle, it can be easily extended to the case of spectrally
broad illumination including solar light. If incident photon flux
is characterized by spectral profile Sin(λ), then the fraction of
absorbed photons can be calculated from
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where Eg is the fluorophore band gap. Equation 5 can be
reduced to the single-wavelength case ηabs = (1 − R)(1 −
e−⟨α1⟩d) if we introduce a spectrally averaged absorption
coefficient defined as
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By replacing α1 in eqs 1−4 with the spectrally averaged value
given by eq 6, one can compute optical efficiency and
concentration factors (C, Csat, and C0) for incident radiation
with an arbitrary spectral profile.

■ EXPERIMENTAL STUDIES OF LSC PERFORMANCE
AS A FUNCTION OF LSC QUALITY FACTOR

In the experimental part of this work, we investigated two
samples of visible-light (yellow and red) emitting II−VI core/
shell QDs and a near-infrared emitting sample of CuInSexS2−x
QDs (x ≈ 1); see section 2 of SI for details of the syntheses and
samples’ characterization. QDs were dissolved in toluene and
loaded into 4.0 × 1.0 × 0.5 cm3 optical cells that were studied
as “liquid LSCs” with a geometric gain factor G = 4. The
samples were excited at λ1 = 532 nm by an expanded beam of a
continuous wave diode laser, which provided a spatially uniform

Figure 3. Optical efficiency (a), a concentration factor (b), and a
collection efficiency (c) of an LSC as a function of L calculated using
the analytical model (solid lines) and MC simulations (symbols) for
QLSC = 10 and four quantum yields of the LSC fluorophores: 50%
(green), 70% (black), 90% (red), and 100% (blue); same device
dimensions and transmission coefficient as in Figure 2. The inset of
panel “b” shows the dependence of the saturated concentration factor
(Csat) on ηPL based on the analytical model (red solid line) and MC
simulations (symbols). The dependence of Csat on ηPL changes from
nearly linear at low values of ηPL (black dashed line) to nearly
quadratic (black solid line) at higher values of ηPL. Dashed colored
lines in panel ‘c’ show the calculations for ηPL = 90% and QLSC = 18
(red) and ηPL = 70% and QLSC = 108 (black); these calculations
illustrate that the drop in the PL quantum yield can be mitigated by
increasing QLSC, which could allow for increasing the practical device
dimensions to the same value as for the ideal emitters with ηPL = 100%,
but a lower LSC quality factor.

ACS Photonics Article

DOI: 10.1021/acsphotonics.6b00307
ACS Photonics 2016, 3, 1138−1148

1143

http://pubs.acs.org/doi/suppl/10.1021/acsphotonics.6b00307/suppl_file/ph6b00307_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acsphotonics.6b00307/suppl_file/ph6b00307_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acsphotonics.6b00307/suppl_file/ph6b00307_si_001.pdf
http://dx.doi.org/10.1021/acsphotonics.6b00307


illumination across the 4.0 × 1.0 cm2 surface. The incident
power density was 1−10 mW/cm2, which corresponded to the
excitation regime where the average number of electron−hole
pairs per QD was much less than unity and hence the effects of
nonradiative multicarrier Auger recombination were negligible.
The QD emission was collected through the small 1.0 × 0.5
cm2 window with an 8″ integrating sphere coupled to a
spectrometer (see Methods for details of the measurements).
The yellow-emitting sample (labeled #1; λ2 = 577 nm)

represents Cd0.9Zn0.1Se/ZnSe0.3S0.7 QDs with a core diameter
of 5.2 nm and a shell thickness of 4.3 nm. Its PL quantum yield
is 47%. Based on its absorption spectrum and spectral positions
of the excitation source and the center of the PL band (Figure
4a), its LSC quality factor is 1.32. To account for the change in
α across the emission band we also introduce a spectrally
weighted factor ⟨QLSC⟩, which is calculated using the average
value of α2 determined from

∫
∫
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λ α λ λ

λ λ
⟨ ⟩ =

S

S

( ) ( )d

( )d2
PL

PL (7)

where SPL(λ) is the spectral profile of PL. Using eq 7, we find
that for sample 1, ⟨QLSC⟩ = 1.64. As we show below, the use of
the spectrally weighted QLSC-factor leads to a better agreement
with experimental measurements compared to that obtained
with QLSC measured at the PL peak. The red-emitting sample
(#2; λ2 = 635 nm) comprises a 4.6 nm CdSe core overcoated
with a 6.1 nm Cd0.3Zn0.7Se shell followed a final 0.8 nm layer of
ZnSe0.5S0.5. It is characterized by a higher PL efficiency (ηPL =
72%) and a higher LSC quality factor than sample 1. At the PL
peak wavelength, QLSC = 7.6 and ⟨QLSC⟩ = 10.9 (Figure 4a).
We would like to caution that, in certain situations (e.g., a

very sharp absorption onset occurring within the emission
band), the use of spectral averaging (eq 7) may lead to
significant errors. Therefore, in general, in the case of a strong
variation of α across the PL band, one should use a single-
wavelength version of eqs 1−4 for calculating an optical
efficiency and concentration factors, and then conduct spectral
averaging over the emission profile. We would like to stress,
however, that the averaging of α1 over the spectrum of incident
light introduced earlier (eqs 5 and 6) is valid independent of
the spectral shape of either LSC absorption or incident
radiation.
In our experiments, we monitor the intensity of the collected

light as a function of sample optical density at the excitation
wavelength (quantified in terms of α1d) varied by adjusting the
concentration of the QDs in the solution (Figure 4b). The
incident flux remains constants during these measurements,
therefore, the recoded PL intensities represent a relative
measure of the LSC optical efficiency. The experiments reveal a
nonmonotonic dependence of ηPL on α1d. Initially, the amount
of the collected light increases with optical density as a result of
increased number of harvested incident photons. However,
eventually this trend reverses due to a progressively increasing
role of reabsorption of the guided luminescence. The interplay
between the two trends produces a maximum in the
dependence of ηopt on α1d, which defines the optimal
absorptivity of the devices, (α1d)opt. As expected, sample 2,
which has a higher QLSC, is characterized by a larger value of
(α1d)opt (∼2 vs ∼1 for sample 1). Together with a higher PL
quantum yield, this leads to a considerable increase (by a factor
of 4.4) in the optical efficiency.

The results of these measurements can be very accurately
described using the analytical theory introduced in the previous
sections. We would like to remind readers that the original
model considers the situation of perfectly reflecting sidewalls,
while the studied samples have uncoated glass on all sides. To
quantitatively account for this difference, we have conducted
MC modeling of LSCs with two types of sidewalls; in one case,
they were treated as glass/air interfaces and in the other as
perfect mirrors. The results of these calculations are
summarized in Figure S3 (fixed L, varied α1d) and Figure S4
(fixed α1d, varied L). They indicate that optical efficiencies for
the glass/air interface can be perfectly replicated based on

Figure 4. (a) Absorption (solid lines) and PL (dashed lines) spectra of
II−VI core−shell QDs characterized by ⟨QLSC⟩ = 1.64 (sample 1,
green lines) and 10.9 (sample 2, red lines); see text for detailed sample
descriptions. The spike at 532 nm is residual laser emission used to
excite the samples. (b) Measured (symbols) and calculated (lines)
optical efficiencies of LSCs utilizing samples 1 (green) and 2 (red).
Dashed lines correspond to calculations for the LSC quality factors
determined based on α2 at the center of the PL band, while solid lines
are for spectrally weighted α2 (eq 7).
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calculations for the perfect-mirror case if the latter are scaled
(divided) by a constant factor 2.53 ± 0.21.
By applying this scaling coefficient to eq 1 and using

parameters of our QD samples, we calculate ηopt as a function
of α1d. In these calculations, we use β = 1.4, which was found
earlier allows for a good agreement with MC simulations for
small LSC lengths. First we compute ηopt using the QLSC factors
determined based on α2 at the peak of the PL band (dashed
lines in Figure 4b) and then compare them to relative
efficiencies determined experimentally after the latter are scaled
so as to match the calculations at α1d of 0.3−0.4. After
implementing this procedure, we observe that the theory
describes the experimental data fairly accurately at lower values
of α1d, however, it noticeably deviates from the measurements
at higher optical densities. It turns out this discrepancy
disappears if we use the spectrally averaged LSC quality factors
which allows for a remarkably close agreement with
experimental observations (solid lines in Figure 4b). On the
basis of this modeling, we can quantify optical efficiencies
realized in our experiments. For example, the maximum value
of ηopt for sample 1 is 3%, while it is improved to 13% in the
case of sample 2. We can further project that in the case of fully
reflecting side walls the optical efficiencies for these two
samples will be increased to 7.5% and 32.5%, respectively.
Finally, based on eq 4, the maximum concentration factors
achievable with samples 1 and 2 are approximately 0.45 and 6.5
(estimated using β = 1.8).
The improved LSC performance of sample 2 is a result of

both the improved PL quantum yield and a higher quality
factor. In order to isolate the effects that are solely due to a
varied QLSC, we exploit a large PL bandwidth of the
CuInSexS2−x QD sample, which allows us to conduct spectrally
resolved measurements of the optical efficiency by tuning the
detection wavelength within the emission profile (Figure 5a).
In the case of the dilute QD solution the PL peak is at 750 nm,
and the emission efficiency is 45%. As optical density is
progressively increased, the peak shifts to longer wavelengths,
which is accompanied by the narrowing of the PL band (Figure
S5a of SI). Both observations are indicative of spectrally
nonuniform reabsorption, which decreases for longer λ. This
can be reinterpreted in terms of the spectrally dependent LSC
factor, which increases as the emission wavelength is increased.
To gain a more quantitative insight in the observed PL

behavior, we conduct α1d-dependent measurements of the
outcoupled light intensities for wavelengths from 650 to 800
nm, changing λ2 in 25 nm increments. On the basis of the
absorption spectrum (Figure 5a), this corresponds to QLSC
varied from 2.1 to 74.2. The raw unprocessed results of these
measurements are displayed in Figure S5b of SI. In order to
convert them into relative optical efficiencies, we normalize the
data sets acquired for each wavelength by the respective signal
amplitudes determined from the PL profile approximated by a
Gaussian band (Figure 5a, solid red line; spectral amplitudes
used in the normalization are shown by solid circles). The
results obtained by this procedure are displayed in Figure 5b
(symbols).
Next, we compare these data to calculations based on eq 1

using as before β = 1.4 and including the 0.4 (≈1/2.53)
correction factor, which accounts for light losses through the
glass side walls, as discussed earlier. We again observe a
remarkable agreement between the calculations and the
measurements, which allows us to quantify the maximum
experimental concentration factors (Cmax) in absolute terms

Figure 5. (a) Absorption (black solid line) and PL (red dashed line)
spectra of CuInSexS2−x QDs (x ≈ 1); the red solid line is a Gaussian fit
of the PL band. The blue arrow marks the spectral position of incident
light, while the red arrows mark detection wavelengths used in
spectrally resolved measurements of LSC optical efficiencies; circles
show the PL amplitudes used to normalize the output signal for
quantifying relative values of the optical efficiency (shown in panel
“b”). (b) Measured (symbols) and calculated (solid lines) optical
efficiencies of the CuInSexS2−x QD LCS for a varied detection
wavelength (indicated in the figure) as a function of α1d. The change
in the detection wavelengths leads to changes in the LSC quality factor
(indicated in the figure), which allows one to isolate the effect of QLSC
on ηopt from effects of other parameters such as the PL quantum yield.
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and then directly relate them to experimental values of QLSC
varied by changing the detection wavelength (Figure 5c,
symbols). We also calculate theoretical values of Cmax based on
eq 2. To do so, we first find an optimal value of optical density,
(α1d)opt, which maximizes C for a given QLSC (black dashed-
and-dotted line in Figure 5c), and then use it to compute Cmax
(red solid line in Figure 5c). The theory once again is in a very
close agreement with the experimental findings. Both sets of
data show direct scaling of Cmax with QLSC. In the range of low
and moderate quality factors (QLSC up to ∼20), this scaling can
be approximated by a square-root dependence (red dashed
line), while for higher QLSC, the concentration shows signs of
saturation reaching the maximum of ∼0.5 at QLSC = 74.2. We
would like to point out that Cmax inferred from our
measurements of small-size LSCs are different from the
ultimate concentration factors (C0; eq 4) realized in the long-
LSC limit when α2L = α1d(QLSC)

−1 ≫ 1. To highlight this
difference, we show C0 derived from eq 4 for the parameters of
our CISexS1−x QD sample in Figure 5c (blue solid line). As was
discussed earlier, C0 scales linearly with QLSC and is
considerably higher than the values realized in the studied
small size LSCs. For example, the ultimate concentration limit
for this type of the QDs realized for QLSC = 74.2 is ∼26.
To summarize, we have used QD-based LSCs to analyze

optical efficiencies (ηopt) and concentration factors (C) in
relation to an LSC quality factor defined as the ratio of
absorption coefficients at the wavelengths of incident and
emitted light: QLSC = α1/α2. In this analysis, we utilize an
analytical model, which allows us to quantify LSC performance
(e.g., in terms of ηopt and C) based on QLSC, PL quantum yield,
geometric gain factor, and the device absorptivity at the
wavelength of the incident light. We find that, in all of the
considered cases, this theory is in excellent agreement with
numerical MC ray-tracing simulations. However, as compared
to the computationally intense MC modeling, the analytical
allows for a much faster evaluation of prospective performance
of LSCs based on the optical spectra of light emitting
fluorophores and geometrical parameters of the LSC slabs.
This greatly simplifies analysis of experimental data and can, in
principle, help in the optimization of both the optical properties
of LCS fluorophores and the waveguide design in practical
devices.
The analysis of both theoretical and experimental data

indicates that the concentration factor scales directly with the
LSC quality factor. Specifically, we show that the ultimate
concentration limit (C0) realized in large-size LSCs (α2L ≫ 1)
is directly proportional to QLSC, and in the case of perfect
emitters (ηPL = 100%) and the simplest LSC design, which does
not employ selective reflectors on the top of the structure or
fully reflecting mirrors on its back side, C0 ≈ QLSC. We also
consider the case of a fixed LSC size and a given QLSC, where

the LSC performance can be optimized to maximize ηopt and C
by adjusting the absorption coefficient for incident light. We
find that Cmax realized in this case also scales directly with QLSC,
however, slower than in the C0 case. Specifically, both
measurements and calculations indicate that in the range of
small and moderately high QLSC-factor (QLSC < 20−30), the
dependence of C on QLSC can be approximated by a square-
root function. The results of this work provide quantitative
guidelines for predicting LSC efficiencies based on optical
properties of LSC fluorophores and the geometry of the LSC
waveguides. This should aid in the development of practical
devices for applications as both semitransparent PV windows
and nearly opaque high-concentration systems.

■ METHODS

Optical Characterization. Different concentrations of
QDs were prepared in toluene and loaded into 4.0 × 1.0 ×
0.5 cm3 quartz fluorimeter cuvettes (Starna, 23-Q-5). Toluene
was chosen over other solvents to more closely match the index
of the quartz cuvette and thus minimize any effects due to
refractive index mismatch. Absorption spectra of the samples
were taken on a diode array UV−vis spectrometer. Emission
from QD samples was excited with a continuous-wave 532 nm
diode laser (LaserGlow). The pump beam was expanded to the
1″ size by a Newtonian telescope and then transmitted through
a 2″ aspheric condenser with a diffuser (Thorlabs, ACL504OU-
DG6) to produce a large area collimated light source to
uniformly illuminate the 4.0 × 1.0 cm2 side of the cuvette. The
spatial uniformity of the illumination was verified by translating
a 1 cm diameter power meter in the sample plane. The power
was found to fluctuate by less than 5% across the sample
excitation area. The incident power was attenuated with neutral
density filters to 1−10 mW/cm2 at the sample surface.
The cuvette with QDs was held vertically by a specially

designed holder that allowed for direct mounting onto the
integrating sphere entrance port while minimally obscuring the
excitation area. In this manner, light incident on the largest area
surface of the cuvette was absorbed by the QDs and the
fluorescence escaping the bottom surface was directed into one
port of an 8″ integrating sphere (Labsphere). The PL intensity
was measured using a second port, which was equipped with a
fiber optic coupler connected to a spectrometer (Ocean Optics,
JAZZ). The spectral sensitivity of the joint instrument
(spectrometer, fiber, and integrating sphere) was calibrated
using the output of a standard light source (certified, white light
Tungsten bulb).

■ ASSOCIATED CONTENT

*S Supporting Information
The Supporting Information is available free of charge on the
ACS Publications website at DOI: 10.1021/acsphoto-
nics.6b00307.

QD sample fabrication procedures, characterization of
the QD samples using transmission electron microscopy,
analytical and Monte Carlo modeling of optical
efficiencies of luminescent solar concentrators as a
function of device length and optical density for varied
photoluminescence quantum yields, derivation of
correction factors for relating optical efficiencies of
devices with perfectly reflecting sidewalls to those with
uncoated glass sidewalls, and the measurements of a

Figure 5. continued

Vertical red bars mark the peak values of optical efficiencies and
optimal values of α1d for which they are realized. (c) Maximum
concentration factor (Cmax) vs QLSC as inferred from the measurements
(symbols) in comparison to calculations (red solid line); in the range
of QLSC < 20−30, the observed trend can be approximated by the
square-root dependence (red dashed line). The black dashed-and-
dotted line shows values of (α1d)opt that correspond to Cmax. The blue
solid line is an ultimate concentration factor, C0 (see eq 4), as a
function of QLSC.
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spectrally resolved PL intensity as a function of optical
density of the CuInSexS2−xQD sample (PDF).
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